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Abstract—In recent years, machine learning (ML)and
artificial intelligence (AI) have enabled various applic-
ations, such as data analytics and autonomous systems,
including blockchain-based technology. ML and AI are
now pervasive new systems and models are being de-
ployed in every domain imaginable, leading to wide-
spread software-based inference and decision-making.
Researchers recognize the effectiveness of approaches
to a well-defined ML and AI governance framework
based on the principle of decentralization and compre-
hensively define its scope of research and practice. In
this paper, we study ML and AI value chain manage-
ment, decentralized identity for the ML community, and
ownership and rights management of ML assets (data,
model, code). Furthermore, community-based decision-
making for the ML process, decentralized ML finance,
and risk management.

Index Terms—machine learning, decentralization,
governance, blockchain, DAO

I. Introduction

In the last decade, machine learning (ML) has cre-
ated widespread interest around the globe for its po-
tential to transform human society. The advance of ML-
based technologies like deep learning has enabled a
wide range of applications (e.g., speech translation-
transcription, computer image understanding, speech
generation, image generation, ML-generated software,
protein structure predictions [1], online recommend-
ations, industrial robot automation, financial asset
management, cyber security defense). To support ML
growth and adoption, researchers and practitioners
have proposed the concept of ML governance to man-
age the interactions between ML stakeholders and the
ML systems [2]. ML governance plays a crucial role
in the long-term success of ML as a significant source
of technology innovations to make the future world a
better place to live. However, the existing discussion
of ML governance is narrowly defined.

Powered by the success of blockchain-based tech-
nology, the decentralized governance model has be-
come popular in managing a community of stakehold-
ers without reliance on a central entity for decision-

making [3], [4]. The decentralized governance frame-
work has been applied to and validated by the success
of applications such as DAOs, DeFi governance [5], and
governance of blockchain protocols.

In this work, we expand the concept of ML gov-
ernance under the lens of decentralization. We pro-
posed a new framework of decentralized ML gov-
ernance that encompasses ML value chain manage-
ment, decentralized identity for the ML community,
decentralized ownership and rights management of ML
assets, decentralized decision-making for the ML pro-
cess, decentralized ML finance, and decentralized ML
risk management. Most of the ML governance concepts
described in this paper are new in the literature. The
work drastically expands the scope of ML governance.
Introducing decentralization to ML governance opens
many new research topic areas like community-owned
and community-managed ML process, DeFi for ML.
It facilitates the integration of ML governance with
blockchain-based innovations. The combination of ML
governance and decentralization will catalyze the fur-
ther growth of ML and create a new frontier for de-
centralized governance.

To summarize, this paper makes the following main
contributions:

(i) We describe a new framework of ML governance
based on the principle of decentralization and define
its scope of research and practice;

(ii) We discuss details of the decentralized ML gov-
ernance framework and provide a comprehensive view
of its component;

(iii) We present research opportunities, challenges,
and open problems in each area of the decentralized
ML governance model to spur further research and
thinking;

(iv) We compare with related concepts such as
MLOps and the prior work on ML governance to high-
light the new contributions.



II. Decentralized ML Governance

In this work, we propose a new framework of de-
centralized ML governance and describe its scope.
The main objective of this endeavor is to establish a
foundation of ML governance based on the principle of
decentralization. In this section, we define decentral-
ized ML governance and delineate its scope.

A. Motivation

Although the prior efforts described in the previous
section have taken steps to define ML governance,
automate ML operations, and even explore decentral-
ized computing infrastructure for training. They need
to catch up in many aspects by not fully exploiting the
potential of decentralization, particularly from an ML
governance perspective. Most of the existing vision of
ML governance is centralized, where a big tech com-
pany or a central entity is assumed to be responsible
for taking the role of governance. Similarly, MLOps
is an extension of the existing practice of DevOps
to ML. The success of conventional DevOps relies
on centralized tooling to offer a single toolchain and
orchestration process for operation and development
teams to follow across an enterprise. In the prior work,
deploying ML training and inference to a decentralized
computing infrastructure explores the potential of de-
centralization to ML. Such application occurs at the
training and inference level instead of the governance
level, which is the focus of this work.

With the advance of blockchains and Web3, the
concept of digital ownership is expanded to a new level
with decentralized, permanent data storage managed
by decentralized governance mechanisms like DAOs
[3], [6], [7]. This expansion opens new frontiers, such
as decentralized entities’ ownership of data, models,
and ML code. Furthermore, with Web3 as the Internet
of value, MLOps can be redefined by adding value as
a new axis. The expanded definition of ML governance
opens a new universe of ML value chains where ML
governance manages the flows of values for ML in a
complex ownership environment.

Motivated by this new vision, this paper system-
atically examines the landscape of decentralized ML
governance and its impacts on ML systems and devel-
opment. We hope that the work will pave an initial road
for further research in this direction.

B. The Scope of Decentralized ML

The scope of decentralized ML governance is to
support broad ML governance with decentralization
using approaches like blockchains/distributed ledgers
and smart contracts. The broad definition of ML gov-
ernance goes well beyond security and privacy. It cov-

ers value chain management, ML finance, and com-
munity management (data engineers, DevOp engin-
eers, model engineers, auditors, sponsors, application
developers, etc.). Some announced properties of de-
centralized ML governance are:

• DAO-based governance to manage the lifecycles of
ML models and end-point services.

• ML value chain collaboration by smart contracts
and DAO where blockchains can be applied to
facilitate ML’s value flow tracking and incentivize
ML’s value co-creation process.

• ML workflow management by a hybrid environ-
ment with both on-chain and off-chain components,
which brings benefits such as transparency, ac-
countability, and audibility.

• DAO-based community management of ML ecosys-
tem participants, including decentralized identity
management (e.g., DIDs).

• Decentralized governance of ML assets and ar-
tifacts (e.g., access control, rights management),
covering data, models, and code.

Figure 1 shows the architecture of decentralized ML
governance and the major components.

C. Decentralized ML Value Chains and Value Co-
creation

Traditionally a single entity may perform the entire
ML pipeline like data collection, model training, and
model serving. The emerging trend is the involvement
of multiple entities in the ML pipeline where each
entity is specialized in providing services of one stage,
for instance, data collection and preparation, model
training, or model serving. The economy is the under-
pinning factor that drives this trend because it is often
more cost-effective and productive to have a single
entity focusing on just one stage of the ML pipeline
so that the services can be perfected to a highly
competitive level compared with in-house approaches.
This suggests that instead of viewing the ML process
as a pipeline (implying that a single entity manages
the process), the ML process should be treated as
operations of value chains. In light of this perspective,
ML governance can be considered a task of managing
ML value chains where data, models, model training,
model fine-tuning, and model serving are goods and
services. In ML value chain governance, the activities
will be centered around creating or adding value to the
ML artifacts (e.g., data, models, code, and services).
Figure 2 shows the view of ML governance as a value
web and its relationship with pipeline view of the ML
process.

The transformative power of casting ML governance
as a value chain process is that it makes integrating ML
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Figure 1: Decentralized ML Governance. The components (gray boxes) are defined by MLOps. Decentralized ML
governance focuses on the blue components and the seamless integration of these components with the gray
boxes.

governance with the blockchains and Web3 a natural
step because blockchains are created for tracking,
storing, and trading values. The concept of value co-
creation originated in business management literature
and practice [8], [9]. It represents a paradigm shift
from considering organizations as the definers of value
to a more inclusive and collaborative process involving
other stakeholders and end-users. The interest in co-
creation is increasingly recognized in managing and
innovating value chains. From the definition of value
co-creation, one can observe that the concept of co-
creation is naturally aligned with the properties of
blockchains and decentralized governance. As high-
lighted in [10], [11], properties of blockchains like
traceability of contributions, transparency in recog-
nizing authorship, capitalization of transactions, etc.,
are congruent with co-creation. In decentralized value
co-creation, autonomous ML value chain stakehold-
ers (e.g., data collectors/owners, algorithm developers,
model trainers, model fine-tuners, inference service
providers) can join forces and collaborate for a specific
ML project or system as if they work for a single
organization. Under a previously agreed upon distri-
bution model (implemented on-chain), the revenue and
income of ML services can be divided among the stake-
holders. The transparency of the value creation process
and the open coordination among the stakeholders
make the approach attractive. There are many options
for distributing ML values among the stakeholders, like
revenue sharing and profit sharing. Regardless of the

option, the value chain process can be implemented as
smart contracts, and its execution can be automated.
On-chain deployment of ML value chain governance
for specific ML projects can improve trust among the
stakeholders and the participants. Once joining the ML
projects, the participants are incentivized to engage
and collaborate closely in the ML value-creation pro-
cess.

D. Decentralized Identity

For ML governance, digital identity is a fundamental
component. With identity, it is possible to identify the
stakeholders involved in the ML process and establish
accountability. Identity is essential for activities such
as access to ML artifacts (data, model, code), access
to ML resources like computing resources for training
and inference, access to ML services, participation in
ML governance, and making operational decisions. ML
process and governance can define multiple roles like
governance, model training, operation, audit, data pre-
paration, financial controller, risk management, etc. A
person may take responsibility of multiple roles. Access
control is necessary and critical to safeguarding the ML
process, ensuring the integrity of ML governance, and
protecting ML digital assets and artifacts. Access con-
trol can be role-based or attribute-based. For instance,
an ML system can define who can update the trained
model, who can authorize financial transactions, who
can vote in governance decisions, and who can access
training data. Compromise of identity management
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Figure 2: Pipeline view of ML process vs. view of ML governance as a value web with co-creation by the
stakeholder community.

and access control in an ML system can result in a
disastrous outcome.

IAM (Identity Access Management) is a core ser-
vice for all cloud and data center providers. In the
centralized MLOps model, identities are defined ac-
cording to well-established standards (e.g., OAuth [12],
OpenID [13]). To support interoperability and avoid
fragmentation, federated identity management [14] is
developed to enable users to access the resources and
services of multiple organizations using a single set
of credentials. A benefit of federated identity is that
it supports linking a user’s identity across multiple
separate identity management systems.

Another digital identity paradigm has emerged in
recent years, called self-sovereign identities (SSI) [15].
SSI is more decentralized and based on technology
such as blockchains. It puts end-users entirely in con-
trol and allows different service providers to share
identity verification attestations. Compared with the
centralized and federated identity models, in SSI, the
locus of control is with the issuers and verifiers in the
system. In the decentralized SSI models, the control
shifts to the individual identity owner, who can now
interact as a full participant with everyone else in a
decentralized environment.

A related effort in this direction is the W3C initiative
on standardizing DIDs (Decentralized Identifiers) [16].
According to W3C, a DID is a digital identifier that does
not need to be leased. Its creation and use do not rely
on a central authority to manage it. DIDs are helpful for
any application that benefits from self-administered,
cryptographically verifiable identifiers such as decent-

ralized, verifiable credentials [17] to identify people,
organizations, and things to achieve desired security
and privacy-protection guarantees.

W3C DIDs and verifiable credentials can offer
standard-based solutions to support identity guaran-
tees in decentralized ML governance. DIDs are de-
centralized and self-managed, matching the decentral-
ized governance model for ML. Meanwhile, privacy
can be fully respected with techniques such as zero-
knowledge proof and verification of claims [18]. For
instance, stakeholders can make claims like skill levels,
experiences, and ownership without revealing sensitive
identity data. The others in the system can verify the
claims.

More recently, a concept called soul-bound tokens
(SBT) [19] has been proposed to achieve the vision of
a decentralized society. Soul-bound tokens are publicly
visible and non-transferable tokens. They are defined
through social coordination and certified by other re-
lated souls. For instance, a soul-bound token can be
certified by other ML specialists or users who interact
with it in a ML community. The certification process is
decentralized and community-based. It is not required
that a soul must be a legal name or one soul per person.
Whether soul-bound tokens can be tied with ML models
remains an interesting question. The current definition
of soul-bound tokens only partially recognizes such a
scenario.



E. Decentralized Ownership and Decentralized Rights
Management

ML systems include artifacts such as data (training
and testing), models, and code. A plural of rights can
be defined over these ML assets, such as ownership,
right to use, right to develop derived work, and right to
upgrade or modify. For instance, the owner of a dataset
can license the dataset to model trainers to include it
in a model training task. Holding certain rights will
allow the stakeholders to perform specific actions that
would otherwise be prohibited, like creating derived
work, hosting an ML model as a service, and using
a dataset for training. A qualified entity can grant
rights to the ML artifacts to other ML participants. For
example, specific licenses can be issued to the users
or participants of an ML system to allow them to train
ML models based on a protected dataset. Licenses can
have different types like permanent, renewable, term
based, etc.

Further, transferring or leasing rights of the ML
artifacts from one entity to another is plausible. For
example, the owner of a ML model could lease the
model to another entity over some time (agreed upon in
the lease term) so that the lessee is granted the right to
obtain the economic benefit from the usage of the ML
model. However, the model still belongs to the original
owner.

With the decentralization of ML governance, the
landscape of digital rights to ML artifacts becomes
more complex:

• The entity that holds certain rights to ML artifacts
can be an online community or a virtual organiza-
tion like a DAO.

• Digital rights, ownership, and license management
can be decentralized. For example, a license to
ML artifacts can be transferred from one virtual
organization to another; a community of online
participants can grant the rights to use specific
ML assets to other entities.

• In a decentralized environment, the identities of
the participants and stakeholders can be based on
SSI or decentralized (DID or SBT based).

Many research questions and challenges arise from
the decentralized governance of digital rights and
ownership of ML assets and artifacts, for instance,
how to ensure data integrity, data confidentiality, and
rights protection when a community of stakeholders
or a virtual organization like a DAO owns ML assets.
How to manage the licensing process when the issuer
is a decentralized virtual organization? How do we
audit if a community owns the ML artifacts? How to
resolve disputes when there is a disagreement about
ownership or rights between two virtual organizations?

Decentralized Storage/File Systems 
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Governance
Committee

Rights Holders
(e.g., owners)

Verifiable credentials
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Figure 3: Decentralized access management of ML
assets/artifacts.

Prior work exists that attempts to leverage block-
chains and distributed ledger technology for digital
rights management [20], [21], [22]. For instance, smart
contracts can be leveraged for managing copyright
transactions and issuing licenses automatically, elimin-
ating the need for centralized entities to verify identit-
ies and issue licenses. Most of the efforts focus on the
traditional use cases of IP protection like copyrights
and take advantage of the blockchain characteristics
such as immutability and auditability to track IP own-
ership and licenses. The scope of these efforts is quite
limited compared with what is needed for decentral-
ized ML governance. For instance, a challenge of ML
governance is how to guarantee the confidentiality
of ML assets and protect the owners’ interests in a
decentralized manner when they are used for training
or inference.

A related area to decentralized ML governance’s
challenges is decentralized access control manage-
ment. Recently, blockchain-based access control has
been intensively studied (e.g., [23], [24]). Although
these research efforts do not target the use cases of
rights management for decentralized ML governance,
they could provide specific reusable components or
technology tools for eventual development of a solution
applicable to decentralized ML governance.

Figure 3 demonstrates a possible scenario where
a community of stakeholders owns ML assets. The
assets at rest are protected with a suitable encryp-
tion scheme, for instance, threshold cryptographic sys-
tem [25], [26]. The encrypted ML assets can be stored
in decentralized storage like IPFS or other Web3 stor-
age systems. When the assets are needed for training



or serving, a right holder (a participant who has the
right to train a model using the protected data or
a participant who has the right to use the protected
model) can present evidence of its identity and right
to the stakeholder community who jointly owns the
keys for decryption. After successful verification, the
key owners can release sub-keys (key shares) to the
right holder. Then the right holder can assemble the
decryption key to decrypt the ML assets. It is worth
mentioning that the right holder, in this case, can be
a human being, a machine, a computer cluster, or a
virtual organization represented by its digital identity
described earlier.

It is plausible to protect ML data, models, and
even code when they are in use (e.g., training and
inference). There are several technology frontiers un-
der active research and development to provide such
solutions. Homomorphic ML is one area where ML
tasks can be performed over encrypted data [27], [28].
Despite of heavy research in homomorphic ML per-
formance improvement, existing approaches still suffer
from low performance. In addition, it is mainly suited
for ML inference instead of training [29] because of the
computation cost. To protect the confidentiality of the
training data, federated ML is a promising direction to
explore [30]. Researchers have started integrating fed-
erated ML with smart contracts and blockchains [31],
[32].

Another direction is to leverage hardware with spe-
cific security features, such as Trusted Execution En-
vironments (TEEs), for ML (e.g., [33]). Compared with
other options like homomorphic ML, TEE-based ML
can deliver better performance. However, TEE-based
approaches face their own challenges, such as lack of
vendor-agnostic standards in TEE implementation; low
performance compared with non-TEE based MLvulner-
abilities to attacks like side-channel exploits and other
exposed attack surfaces (e.g., [34], [35], [36], [37]).

Verification of the ML process can be either cent-
ralized or decentralized. It is preferred to support
decentralized verification schemes for decentralized
governance. Supporting decentralized ML governance
may require capabilities of public verification, for in-
stance, community-based verification of ownership of
certain rights to the ML assets. A challenge of decent-
ralized verification is privacy, which could be solved
with zero-knowledge-based protocols.

Other related research topics include: watermarking
of ML models [38], [39], verification of derived work
in ML, for instance, proof of an ML model trained
based on a given dataset. Solving research challenges
in these topics may involve the development of new
zero-knowledge-based approaches [40], or ML-oriented

verifiable computations where computation and trans-
formation applied to ML models can be publicly veri-
fied.

F. Opportunities of Decentralized Risk Management

ML process, by nature, involves risks. The risks can
be security or privacy-related, such as disclosure of
private training data by model inversion attacks, theft
of copyrighted ML models, and unreliable ML predic-
tions due to the poor robustness of the ML models.
The risks of ML systems can be societal and financial.
For instance, the fairness of ML models would have
implications for society’s social justice and well-being.

There is a need for service level agreements (SLA)
for ML services and systems. The existing ML service
paradigm is economically biased towards the service
providers instead of the end-users because the service
providers are not held accountable financially for the
potential damage that the provided services can incur
to the users. This deficiency must be remedied. Other-
wise, it may hinder society’s wider adoption of ML and
undermine the trust between the ML service providers
and the end-users. For example, ML can be applied
to automate financial transactions in DeFi, facilitate
business processing, act as Oracle sources [41] for
dApps, and control cyber-physical systems. When an
ML system fails to deliver its services at the promised
level of quality, like incorrect predictions, the ML ser-
vice providers should be financially accountable for the
damage or loss incurred to the end-users. For example,
an ML-based Oracle source may provide an incorrect
data feed to DeFi applications. One can quickly develop
similar use cases of ML where the end-users desire
some QoS guarantee and SLA. Under the broad um-
brella of ML governance, solutions should be provided
to satisfy the users’ needs.

Blockchains generally have three approaches to
managing risks: reputation-based, staking-based, and
insurance-based. Each approach has its pros and cons.
In a fully decentralized and permissionless environ-
ment where ML service providers (e.g., data sources,
model providers, inference services) are anonymous,
staking is a suitable approach. Many dApps apply
staking for managing trust and risks. However, staking
has its downsides, for instance, high cost to the service
providers and efficiency issues due to the lock of finan-
cial assets during staking. Decentralized insurance [42]
and risk management are attractive because these
approaches can lower the cost for the stakeholders.

In addition, decentralized ML risk management en-
riches the scope of ML governance by offering new
research opportunities like decentralized insurance for
ML. Rigorous risk modeling and assessment of ML



system risks based on solid theoretical foundations in
ML likely hold the key to the success of decentralized
ML insurance. Modeling and pricing financial and eco-
nomic risks involving ML systems are relatively new
research topics.

G. Decentralized Decision-making Process

Governance involves making decisions. In ML gov-
ernance, one can provide numerous scenarios where
decisions are needed to manage and control ML pro-
cesses, such as a decision to expand training dataset, a
decision to include a specific dataset into model train-
ing, a decision to adopt a particular design of an ML
model, a decision to support particular ML use case, a
decision to integrate ML models for an application, a
decision to license a model to other users or virtual
organizations, a decision to reward the contributors
to an ML model. Decentralized governance means a
decentralized decision-making process.

In decentralized ML governance, the decision-
making process is decentralized as a community-led
effort with no central authority. The process can oc-
cur in the blockchain space involving either on-chain
decision-making or a hybrid approach of both off-chain
decision-making (e.g., off-chain voting) and on-chain
finalization of the decisions.

Without central leadership, decentralized ML gov-
ernance can be realized as virtual organizations such
as DAOs [3]. In this case, decisions are made from
the bottom up and governed by the community par-
ticipants in the ML project. When smart contracts
are employed, decisions can be supported by differ-
ent voting strategies and rules, implemented based
on weighted voting, delegate voting, ranked-choice
voting, etc. Decentralization governance hypothesizes
that community-based governance can result in bet-
ter decisions if designed properly than centralized
governance. Whether decentralized ML governance
can lead to better decisions overall remains to be
tested. However, the bottom-up decision process has
certain advantages for aligning the interests in a multi-
stakeholder environment like ML systems. Besides
the research questions above, decentralized ML gov-
ernance faces the challenges such as privacy protec-
tion (privacy-preserving voting [43]), defense against
attacks and manipulation of the decision-making/voting
process (e.g., [44], mitigation of governance risks, fair-
ness in the governance process).

H. Decentralized ML Finance

ML finance is a necessary part of ML governance.
Trained ML models are at the center of ML systems be-
cause of their potential to support the diverse and large

number of impactful applications (e.g., GPT-3 [45],
NLLB-200 [46], stable diffusion model [47], M6 model
by Damo Academy [48]). Over the years, these general-
purpose ML models have grown, becoming even more
extensive at a pace far exceeding the growth of hard-
ware speed limited by the Moore’s Law. Consequently,
it becomes increasingly expensive to train and own
these models.

The Allen Institute for AI puts the average cost to
train an ML model at $1 / 1000 parameters. As the
parameters increase to the range of trillions, so does
the cost to train these models. According to estim-
ate [49], a billion parameter model could have a price
tag of about $1M. This means that anytime soon, only
very few large tech companies can afford the cost of
training such large ML models. This means that the
ML process has a looming financing problem, which
will worsen in the future.

To solve the ML financing challenge, decentralized
ML governance can benefit from the rich space of
decentralized finance [5]. Various purpose-built DAOs
can be set up to finance ML systems and processes,
such as a donation DAO for ML projects, a consortium
DAO for a specific ML system, a crowd-funding DAO
for specific ML services, and a revenue-sharing DAO
for ML systems. An ML DAO can be created to raise
capital to fund ML projects for public goods. Sooner or
later, we will see a large web of connected ML DAOs
to finance ML projects and services. This will open
almost unlimited opportunities in research and practice
in ML finance. For example, given a finite amount of
resources and a complex environment of ML projects
and systems, where should the resources be spent to
get the best bang for the investment? In the case of
financing ML projects and systems for social goods,
how to measure the social impacts of ML services?
How to quantify the return on investment when ML
governance is applied to improve social goods? How to
allocate financial resources optimally in the context of
a web of ML projects to maximize the returns?

III. Challenges

A. DAO Governance Challenges

Despite the advantages of decentralized governance,
DAOs also have many limitations and potential dis-
advantages. Clearly defining the roles, responsibilit-
ies, and incentives for the stakeholders and contrib-
utors, managing large stakeholder communities us-
ing off-chain communication channels, and monitoring
the community’s needs are often resource and labor-
intensive tasks. Due to the cost of on-chain voting, it
is common for DAOs to delegate governance authority
to a small size committee where the committee has



significant power over the DAO members. Many studies
of popular DeFi projects have observed actual central-
ization or plutocracy of the governance mechanisms
(e.g., [50], [51], [52]). For many projects, community
engagement is low. Most community stakeholders do
not actively participate in governance, either abstain-
ing completely or ceding their power to the protocol
development team or so-called ”protocol politicians”.

Other challenges of blockchain-based governance
besides voter turnout include voter fatigue, manipu-
lation of the voting process, voter bribery, and other
attacks on DAO-based decision-making [53]. For in-
stance, in optimistic voting, proposals are set to be
adopted by default unless a quorum of voters objects.
When votes are weighted, governance may be domin-
ated by very few participants who have more resources
than the others in the community [50], [54]. In the
case of hybrid governance combining off-chain and on-
chain voting, it often takes a long delay for the off-chain
voting decisions or proposals to be reflected. Further,
free riders can be found in DAO-based communities.

B. Security Challenges

Decentralized governance is implemented as smart
contract code and/or off-chain software that operates
in tandem with on-chain code. The off-chain and on-
chain code may have security vulnerabilities that bad
actors could exploit (e.g., [55]). Despite the recent ad-
vance in smart contract audit, automated vulnerability
detection, and formal verification of smart contract
properties (e.g., [56], [57], [58], [59]), it is impossible
to guarantee that governance software is completely
vulnerability free. Successful exploits of DAOs could
lead to serious damage to the interests of the stake-
holder community both in terms of reputation, trust in
the system, and finance.

C. Interoperability and Integration Challenges

The scope of decentralized ML governance includes
many technological areas, from decentralized identity,
decentralized access control and rights management
of ML assets, and verifiable ML, to the ML value
chain and value network, decentralized ML finance,
and risk management. Most of the areas can be studied
separately. Specific technology and standard could be
developed to provide a solution for a sub-problem
within each area, for instance, the standard for de-
centralized identity or decentralized management of
digital rights. A challenge is integrating the results and
research outcomes in each area into a complete solu-
tion for ML governance with interoperability. Further,
it is certain that decentralized ML governance needs
to interact with the traditional computing and service

environment, like taking advantage of the cloud-based
infrastructures for training. Interoperability between
blockchain-based governance and the traditional non-
blockchain-based environment is unavoidable for de-
centralized ML governance.

D. Privacy Challenges

Decentralized ML governance needs to solve many
security/privacy challenges related to identity, own-
ership and rights management, access control, vot-
ing, audit, and ML with privacy and confidentiality
assurance. At the same time, decentralized governance
with privacy guarantees should not undermine the ac-
countability and trustworthiness of decentralized gov-
ernance. For instance, privacy protection allows stake-
holders to participate in governance without revealing
their real identities, and this can become a double-
edged sword to the long-term well-being of decent-
ralized governance because bad actors can take ad-
vantage of the strong privacy protection to engage
in unethical or even unlawful actions. Without proper
management and design of the governance mechan-
ism based on privacy-preserving technologies, privacy
could result in a lack of accountability and hinder the
wide acceptance of decentralized governance.

E. Legal and Regulatory Challenges

Decentralized governance based on DAOs faces legal
and regulatory challenges such as the uncertainty of
legal status. Without legal status certainty, DAOs are
not protected as legal entities. The participants, though
located around the globe, are legally liable for their
actions of the DAO. This means that DAOs cannot use
legal protections such as limited liability and take ad-
vantage of economic benefits like tax credits typically
given to legal organizations. In addition, data privacy-
related regulations like GDPR [60] and CCPA (Califor-
nia Consumer Privacy Act) [61] could pose compliance
challenges for decentralized ML governance where
management of the ML assets are decentralized. There
is also a trend of the growing number of legislation ex-
plicitly targeting at ML and AI [62]. For centralized and
decentralized ML governance, compliance and legal
audit would be significant challenges from both tech-
nical and legal aspects. For instance, how a decentral-
ized organization manages compliance requirements,
responds to the requests from regulatory agencies, and
operates to meet all the consumer demands in a timely
manner. If access control to ML assets and artifacts
is decentralized using cryptographic primitives, how
can the decentralized governance body act according
to the legal requirements? In the case of ML value



chain/web involving multiple stakeholders and distrib-
uted resources, providing evidence of compliance for
audit remains challenging.

IV. Related Work

Decentralized governance. With the advance of
blockchain technology and virtual organizations like
DAOs [3], [6], researchers and practitioners have ex-
plored the applications of blockchains and DAOs for
decentralized governance. For example, many block-
chains implement their governance mechanisms [4].
Most popular DeFi projects have adopted decentralized
governance for managing stakeholder communities.
These existing decentralized governance designs are
not specifically developed for the ML industry. In this
work, we focus on exclusively defining the scope of
decentralized governance for ML.
ML governance. The concept of ML governance has
been studied within the ML community (e.g., [2]).
However, the prior efforts in this area primarily focus
on security, privacy, and compliance-related issues.
The defined scope of governance is significantly differ-
ent from what this paper describes. The introduction
of concepts such as ML value chain management,
community-owned, and managed ML assets, economic
and financial risk management for ML, and decent-
ralized ML finance, distinguishes this work from the
prior endeavor in defining ML governance. In other
words, this work drastically broadens the scope of ML
governance in general and delineates decentralized ML
governance in particular.
MLOps. MLOps combines ML process with De-
vOps [63]. As discussed earlier, the scope of MLOps
is much narrower than what is presented here [64].
MLOps mainly target at enterprise customers and rely
on a centralized orchestration model. The framework in
this paper is based on the principle of decentralization,
which is applied comprehensively to various parts of
ML governance (e.g., identity, ownership, rights man-
agement, decision-making, value chain management,
finance, and risk management).

V. Conclusions

Machine learning in computer systems introduces
many benefits but also raises risks to society which
indicates the importance of introducing the concept
of governance based on the principle of decentraliz-
ation. The scope of decentralized ML governance is to
support broad ML governance with decentralization by
taking advantage of the approaches like blockchains,
distributed ledgers, and smart contracts. The defini-
tion of ML governance goes well beyond security and
privacy, which covers value chain management, ML

finance, and community management. In this paper, we
study in depth the details of the decentralized ML gov-
ernance framework and provide a comprehensive view
of its components, research opportunities, challenges,
and open problems.
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